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Abstract

A time series can be decomposed into two sub-series: a magnitude series and a sign series. Here we analyze separately the scaling properties of the magnitude series and the sign series using the increment time series of cardiac interbeat intervals as an example. We find that time series having identical distributions and long-range correlation properties can exhibit quite different temporal organizations of the magnitude and sign sub-series. From the cases we study, it follows that the long-range correlations in the magnitude series indicate nonlinear behavior. Specifically, our results suggest that the correlation exponent of the magnitude series is a monotonically increasing function of the multifractal spectrum width of the original series. On the other hand, the sign series mainly relates to linear properties of the original series. We also show that the magnitude and sign series of the heart interbeat interval series can be used for diagnosis purposes.
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1. Introduction

A broad class of physical and biological systems exhibits complex dynamics associated with the presence of many components interacting over a wide range of time or
space scales. These often-competing interactions may generate an output signal with fluctuations that appear noisy and erratic but in fact possess long-range correlations with scale-invariant structure [1–3]. Examples from diverse fields of interest that follow scaling laws include certain DNA sequences [4–8], heart-rate dynamics [9–16], neuron spiking [17], human gait [18], long-time weather records [19–21], cloud structures [22,23], and econometric time series [24,25].

In a recent study [26], it was shown that the fluctuations in the dynamical output may be characterized by two components—magnitude (absolute value) and sign (direction). These two quantities reflect the underlying interactions in a system, and the resulting force of these interactions at each moment determines the magnitude and direction of the fluctuations.

Here, we study the two-point correlation (scaling) properties of the magnitude and sign series of series with long-range correlations. We find that different time series with the same long-range two-point correlations may have different correlations in their magnitude series. Using a recent test for nonlinearity [27] we see that the long-range two-point correlations of a time series quantify the linear properties of the underlying process (see Appendix A). Thus, different physical and biological systems may follow similar two-point scaling laws although the nonlinear properties of the underlying stochastic processes may be different. We show that correlations in the magnitude series are also related to the nonlinearity of a time series. We demonstrate that these correlations are related to the multifractal spectrum width (see Appendix A for the definition of multifractal spectrum).

The analysis of the long-range correlations of the magnitude and sign series is demonstrated on two types of time series: (i) the “real-life” time series (the cardiac interbeat-interval series), and (ii) the synthetic time series with well-known multifractal properties. The time series (i) of the increments of successive heartbeat intervals is anticorrelated over a broad range of time scales, i.e., the power spectrum follows a power law in which the amplitudes of the higher frequencies are dominant [5,11,28,29]. The synthetic time series (ii) allows us to investigate how the multifractal properties of a time series are reflected by the magnitude series correlations.

The paper is organized as follows. First we describe the magnitude and sign decomposition method (recently developed in Ref. [26]) and interpret the correlations in the magnitude and sign series (Section 2). Next we study the linear and nonlinear properties of the original series by analyzing the correlations in the magnitude and sign series. We generate surrogate data out of the original data by basically randomizing the Fourier phases—a procedure which is known to destroy nonlinearities. We compare the

---

1 Some time series are uncorrelated although their magnitude series are correlated; the magnitude/sign decomposition is also applicable for this kind of series. Certain econometric time series [25], e.g., are uncorrelated at long-range although the volatility (local standard deviation) series is long-range correlated. Analysis of the correlation properties in the magnitude series is applicable for such series.

2 By long-range anticorrelations we also mean that the root mean square fluctuations function $F(n)$ is proportional to $n^\alpha$ where $n$ is the window scale and the scaling exponent $\alpha$ is smaller than 0.5. In contrast, for uncorrelated (or finite correlated) series, $\alpha = 0.5$, while for correlated series, $\alpha > 0.5$. In the present study we integrate the series before applying the DFA scaling analysis and thus $\alpha = 1.5$ indicates uncorrelated behavior while $\alpha > 1.5$ ($\alpha < 1.5$) indicates correlated (anticorrelated) behavior.
correlation exponents of the magnitude and sign series of the original and the surrogate data (Section 3) and conclude that the correlations in magnitude series mainly reflect the nonlinearity of the original series while the sign series is mainly related to the linear properties. We then study the relation between the correlations in the original series and the correlations in the decomposed magnitude and sign series (Section 4). To study what type of nonlinearity is revealed by the magnitude series we generate two examples of multifractal (nonlinear) noise (Section 5) and find that the magnitude series two-point correlation scaling exponent is related to the multifractal spectrum width of the original series.³ We then show that the magnitude and sign scaling exponents of the heart interbeat increment series may be used to separate healthy individual and those with congestive heart failure. Finally, we summarize and draw conclusions from our results (Section 7).

2. Magnitude and sign decomposition—method and interpretation

Any long-range correlated time series \( x_i \) can be decomposed into two different sub-series \([26,30]\) formed by the magnitude and the sign of the increments

\[
\Delta x_i \equiv x_{i+1} - x_i ,
\]

(see, e.g., Fig. 1). Here we perform detrended fluctuation analysis (DFA) \([5,11]\) to find the correlations in the magnitude and sign sub-series.

The DFA procedure involves the following steps. The time series is integrated after subtracting the global average and then divided into windows of equal size \( n \). In each window the data are fitted with a least-square polynomial curve \([15]\) that represents the local trend in that window. In \( l \)th-order DFA, the polynomial has degree \( l \). The integrated time series is detrended by subtracting the local polynomial trend in each window. The root mean square fluctuation \( F(n) \) of the integrated and detrended time series is calculated for different window sizes; when \( F(n) \sim n^\alpha \), the two-point scaling exponent is \( \alpha \). A long-range correlated series has exponent \( \alpha > 0.5 \), an uncorrelated series exponent \( \alpha = 0.5 \), and an anticorrelated series exponent \( \alpha < 0.5 \).

The correlation analysis of the magnitude and sign decomposition consists of the following steps:

(i) From a given time series \( x_i \) we create the increment series \( \Delta x_i \).⁴

³ Here we study one type of nonlinearity, namely, long-range (scaling) nonlinearity. The long-range (scaling) linearity/nonlinearity is defined by the linear/nonlinear relation between the scaling exponents \( \tau(q) \) of different moments \( q \) (see Appendix A). Short-range nonlinear systems, like chaotic systems, are uncorrelated at long range and do not exhibit long-range nonlinear behavior; thus systems like chaotic systems require different techniques to reveal their finite-range nonlinear properties.

⁴ For anticorrelated series, the original series \( x_i \) may be treated as the increment series. In the case that the increment series is correlated with DFA exponent \( \alpha > 0.5 \) it is necessary to differentiate the series until it becomes anticorrelated with exponent \( \alpha < 0.5 \).

(ii) We decompose the increment series into a magnitude series $|\Delta x_i|$ and a sign series $\text{sgn}(\Delta x_i)$,\(^5\)

$$\Delta x_i = \text{sgn}(\Delta x_i)|\Delta x_i|.$$  \hspace{1cm} (2)

(iii) To avoid artificial trends we subtract from the magnitude and sign series their respective means.

(iv) Because of limitations in the accuracy of the DFA method for estimating the scaling exponents of anticorrelated series (with scaling exponent $\alpha < 0.5$), we first integrate the magnitude and sign series. The integrated series are thus correlated and their correlation exponents can be estimated accurately using the DFA method.\(^6\)

\(^5\)The function $\text{sgn}(x)$ for $x = 0$ might be defined to be $+1, 0,$ or $-1$. Here we choose $\text{sgn}(0) = 0$.

\(^6\)If, under rare circumstances, the integrated series is still anticorrelated, it is necessary to repeat steps (iii) and (iv) until the integrated magnitude/sign series become correlated.
(v) We perform a scaling analysis using second-order DFA on the integrated magnitude and sign series.\(^7\)  
(vi) To obtain the scaling exponents for the magnitude and sign series we calculate the slope of \(F(n)/n\) from a log–log plot. We use the normalized fluctuation function \(F(n)/n \sim n^{2-1}\) to compensate for the additional integration from step (iv). This enables us to interpret the scaling results on the level of the increment series \([\Delta x_i, |\Delta x_i|, \text{sgn}(\Delta x_i)]\) instead of on the level of the integrated series.

As a physiological example, we analyze the heart rate data (Fig. 1) for a group of 18 healthy individuals\(^8\) for which it is known \([11]\) that the heartbeat increment time series is anticorrelated (Figs. 3a and 4a). We find that the magnitude series exhibits correlated behavior (Figs. 3b and 4b). The sign series, however, exhibits anticorrelated behavior for window scales smaller than 100 beats (Figs. 3c and 4c); for scales larger than 100 beats the sign series gradually becomes uncorrelated.

Correlation in the magnitude series indicates that an increment with large (small) magnitude is more likely to be followed by an increment with large (small) magnitude. Anticorrelation in the sign series indicates that a positive increment is more likely to be followed by a negative increment and vice versa. Thus, our result for the temporal organization of heartbeat fluctuations suggests that, under healthy conditions, a large magnitude increment in the positive direction is more likely to be followed by a large magnitude increment in the negative direction. We find that this empirical “rule” holds over a broad range of time scales from several beats up to \(\sim100\) beats (Fig. 3) \([26,31]\).\(^9\)

3. Linearity and nonlinearity as reflected by the magnitude and sign series

Scaling laws that are based on two-point correlations cannot reflect the nonlinearity of a series (see Appendix A) but, as we will show, the two-point correlations in the magnitude series do reflect the nonlinearity of the original series. For this purpose, we generate surrogate data out of a heartbeat interval increment time series using a technique that preserves the two-point correlations (as reflected by the power spectrum) and the histogram (but not the nonlinearities \([32]\)). Comparison of the original time series with the surrogate time series shows that fluctuations with an identical scaling law can exhibit different correlations for the magnitude series.

---

\(^7\) The first-order DFA eliminates constant trends from the original series (or, equivalently, linear trends from the integrated series) \([5,11]\); the second-order DFA removes linear trends, and the \(n\)th-order DFA eliminates polynomial trends of order \(n-1\).

\(^8\) MIT-BIH Normal Sinus Rhythm Database and BIDMC Congestive Heart Failure Database available at http://www.physionet.org/physiobank/database/#ecg.

\(^9\) Heartbeat increment series were investigated by A. Babloyantz and P. Maurer \([31]\). These studies differ from ours because we investigate, quantitatively, normal heartbeats by evaluating the scaling properties of the magnitude and sign series. In addition, our calculations are based on window scales larger than six and up to 1000 heartbeats.
A basic approach to creating surrogate data with the same scaling law as the original data is to perform a Fourier transform on the time series, preserving the amplitudes but randomizing the Fourier phases, and then to perform an inverse Fourier transform to create the surrogate series. This procedure should eliminate nonlinearities stored in the Fourier phases, preserving only the linear features of the original time series [33]. However, this does not preserve the probability distribution of the time series and may lead to an erroneous conclusion regarding the nonlinearity of the underlying process [27].

A technique which eliminates the nonlinearity of the original data but keeps the same power spectrum and histogram as the original was suggested in Ref. [32]. The procedure is iterative and consists of the following steps:

(i) Store a sorted list of the original data \( \{x_i\} \) and the power spectrum \( \{S_k\} \) of \( \{x_i\} \).
(ii) Begin \( (l = 0) \) with a random shuffle \( \{x_i^{(l=0)}\} \) of the data.
(iii) Replace the power spectrum \( \{S_k^{(l)}\} \) of \( \{x_i^{(l)}\} \) by \( \{S_k\} \) (keeping the Fourier phases of \( \{S_k^{(l)}\} \)) and then transform back.
(iv) Sort the series obtained from (iii).
(v) Replace the sorted series from (iv) by the sorted \( \{x_i\} \) and then return to the pre-sorting order [i.e., the order of the series obtained from (iii)]; the resulting series is \( \{x_i^{(l+1)}\} \).

Repeat steps (iii)–(v) until convergence (i.e., until series from consecutive iterations will be almost the same).\(^{10}\)

We iterate steps (iii)–(v) 100 times to create surrogate data of heartbeat increment series (Fig. 2); we use 100 iterations to make sure that convergence is achieved. Nonetheless, in some cases, few iterations may be sufficient for convergence. We apply the surrogate test to the increment series and not to the original series in part because the increment series is stationary (i.e., the variance of the series remains finite when increasing the series length to infinity) and is thus more appropriate for the use of the surrogate data test. The new surrogate series (Fig. 2a) has almost the same fluctuation function \( F(n) \) as the original heartbeat increment series, with a scaling exponent indicating long-range anticorrelations in the interbeat increment series (Fig. 3a). Our analysis of the sign time series derived from the surrogate series (Fig. 2c) shows scaling behavior almost identical to the scaling of the sign series derived from the original data (Fig. 3c). On the other hand, the magnitude time series derived from the surrogate (linearized) signal (Fig. 2b) exhibits uncorrelated behavior—a significant change from the strongly correlated behavior observed for the original magnitude series (Fig. 3b). Thus, the increments in the surrogate series do not follow the empirical “rule” observed for the original heartbeat series, although these increments follow a scaling law.

---

\(^{10}\) Another test for nonlinearity [34] consists of the following steps: (i) create a Gaussian white noise, (ii) reorder it as the original series, (iii) phase-randomize the series, and (iv) reorder the original series according to the series from (iii). The surrogate series from (iv) has the same distribution and similar power spectrum as the original series; however, this procedure does not accurately preserve the low frequencies in the power spectrum [32] and thus is not applicable for series with long-range correlations.
Fig. 2. (a) The surrogate data of the $\Delta RR$ series shown in Fig. 1b. The surrogate increment series has almost the same two-point correlations and the same probability distribution but random Fourier phases. The surrogate series is more homogeneous than the original $\Delta RR$ series. (b) The magnitude series decomposed from the series shown in (a). The magnitude series is homogeneous and does not show the patches of small and big magnitude values shown in Fig. 1c. This suggests that the “clustering” of the magnitude series is a measure of nonlinearity. (c) A portion of the sign series of the series shown in (a). The sign series shows similar alternations as in the original sign series (Fig. 1d).

identical to the original heartbeat increment series. Our results indicate that the magnitude series carries information about the nonlinear properties of the original heartbeat series, while the sign series relates mainly to linear properties.

To further validate these results, we apply the surrogate data test for nonlinearity to the heartbeat increment series (daily records) of the 18 healthy subjects discussed above (see footnote 8). For each of the 18 individuals we find that the DFA scaling exponent of the surrogate data is very close to (although slightly higher than) the exponent of the original data (Fig. 4a). The small discrepancies between the surrogate data exponents and the original data exponents might be a result of the finite length and finite resolution of the interbeat interval series. The magnitude exponent of the surrogate data indicates uncorrelated behavior (scaling exponent of $z - 1 \approx 0.5$) for each of the subjects (Fig. 4b) in contrast to the correlations found in the magnitude series of the original data. This drastic change from correlated to uncorrelated behavior for all subjects confirms our result that the magnitude series carries information about nonlinear properties of the original data. In Section 5, we show that this type of nonlinearity is related to multifractality. The sign series exponent of the surrogate data remains almost unchanged after the surrogate data test (Fig. 4c). Thus, the sign series seems mainly to reflect the linear properties of the original series.

The difference between the exponents before and after the surrogate data test for nonlinearity may be quantified as follows. If $z$ is the exponent derived from the original
Fig. 3. (a) Root mean square fluctuation, $F(n)$, for $\approx 6$ h record ($\approx 32,000$ data points) for the interbeat interval $RR$ series (square) of the healthy subject shown in Fig. 1. Here, $n$ indicates the time scale (in beat numbers) over which each measure is calculated. The scaling is obtained using second-order detrended fluctuation analysis, and indicates (since $\alpha - 1 = 0$) long-range anticorrelations in the heartbeat interval increment series $\Delta RR$ [11,15]. By construction, the scaling properties of the interval increment series remain almost unchanged after the surrogate data test ($\triangle$). (b) The root mean square fluctuation, $F(n)$, of the integrated magnitude series (solid) indicates long-range correlations in the magnitude series $|\Delta RR|$ (group average exponent of $\alpha - 1 = 0.74 \pm 0.08$ where $F(n)/n \propto n^{\alpha-1}$). After a surrogate data test applied to the interbeat interval increment series we find uncorrelated behavior with exponent $0.5$ ($\triangle$). This change in the scaling suggests that the magnitude series carries information about the nonlinear properties of the original series since the nonlinear properties are removed by the surrogate test procedure. (c) The root mean square fluctuation of the integrated sign series (circles) indicates short-range ($7 \leq n \leq 64$) anticorrelated behavior in $\text{sgn}(\Delta RR)$ series (group average exponent of $\alpha - 1 = 0.32 \pm 0.06$ where $F(n)/n \propto n^{\alpha-1}$). The scaling properties of the sign series remain unchanged after the surrogate data test ($\triangle$), which suggests that the sign series relates to linear properties of the original time series. We note the apparent crossovers at $n \approx 20$ beats and $n \approx 100$ beats. At larger scales ($n > 64$) the sign series loses its specificity and converges gradually to $\alpha - 1 \approx 0.5$. Thus, the sign series correlation properties may reveal significant information only for scales $n < 100$. We note, however, that heartbeat increments derived from the original time series are anticorrelated up to scales of thousands of heartbeats.

Data and $\bar{\Delta}x_s$, $\Delta x_s$ are the average and the standard deviation of the exponents derived from the surrogate data, then the separation is given by [34]

$$\sigma = |\alpha - \bar{\Delta}x_s|/\Delta x_s.$$  

(3)

$\sigma$ measures how many standard deviations the original exponent is separated from the surrogate data exponent. The larger the $\sigma$ the larger the separation between the exponents derived from the surrogate data and the exponent derived from the original data. Thus, larger $\sigma$ values indicate stronger nonlinearity. In Fig. 4d we show the $\sigma$
values for the magnitude and sign exponents. The $\sigma$ values of the magnitude exponents are large and thus indicate a significant difference between the magnitude exponents of the original and the surrogate data. On the other hand the $\sigma$ values of the sign exponents are small, indicating similarity between the sign exponents of the original and surrogate data. Thus, we conclude that the magnitude series indicates nonlinearity of the original data. The sign series, on the other hand, relates mainly to the linear properties.

4. The relation between the original, magnitude, and sign series scaling exponents

Recently [26], we investigated the relation between the scaling exponent of the original series and the scaling exponents of the integrated magnitude series and the integrated sign series. We generated long-range correlated linear noise with different scaling exponents ranging from $\alpha = 0.5$ to 1.5. Then we decomposed the increment series into a magnitude series and a sign series. Finally, we calculated the scaling exponents of the integrated magnitude and sign series. At small time scales ($n < 16$), we found an empirical approximate relation for the scaling exponents,

$$\alpha_{\text{sign}} \approx \frac{1}{2}(\alpha_{\text{original}} + \alpha_{\text{magnitude}}).$$

At larger window scales ($n > 64$), we find that for linear noise with a scaling exponent $\alpha < 1.5$, the magnitude and sign series of the increments are uncorrelated. In the following we suggest an explanation for these findings. We also show that, for $\alpha > 1.5$ in the original series, the integrated magnitude series and the integrated sign series have approximately the same two-point scaling exponent.

We observe uncorrelated behavior for the magnitude series since we use linear noise (see Section 3 where we find that uncorrelated behavior of the magnitude series reflects linearity of the original series). In the next section, we show that the magnitude series is correlated for multifractal nonlinear noise. The sign series exhibits anticorrelated behavior for small scales and uncorrelated behavior for larger scales, regardless of the nonlinear properties of the original time series.

At small scales, the sign series coarse grinds the increment series and thus preserves some of its correlation properties. For instance, if the increment series is anticorrelated, i.e., a large increment value is followed by a small increment value, the sign series will also alternate and be anticorrelated. On the other hand, if the increment series is uncorrelated, the sign series will also perform random behavior and be uncorrelated.

The power spectrum of long-range anticorrelated series increases in power-law manner. This implies that the amplitudes of low frequencies are much smaller than the amplitudes of higher frequencies. The crude coarse graining of the increment series by the sign series mainly approximates the high frequency band (small window scales) since the majority of the power spectrum lays in this frequency band. However, the sign series cannot maintain the very small amplitudes of the low frequencies (long-range anticorrelations) due to the small fraction of the power spectrum at this frequency band. This may lead to uncorrelated behavior of the sign series for larger window scales.
For correlated noise with scaling exponents larger than 1.5 (i.e., the increment series is also correlated with an exponent larger than 0.5) the scaling exponents of the original series, the integrated magnitude series, and the integrated sign series all tend to converge to the same value (Fig. 5a, and b). An intuitive explanation for this finding follows.

Correlated series are persistent: large values are followed by large values. This implies that the correlated increment series crosses the x-axis only a few times. Thus, the magnitude series will preserve the profile of the increment series up to the few points where crossings with the x-axis occur. As a result, the magnitude series will preserve the correlations of the increment series; the crossings with the x-axis will cause a small deviation from the original correlations.

Since the increment series is also long-range correlated, its power spectrum decays in power-law manner; the amplitudes of low frequencies are much larger than the amplitudes of high frequencies. The sign series captures the majority of the power spectrum which lays in the low frequency regime (large window scales) and thus tends to follow the long-range correlations of the original increment series.

5. Relation between correlations in magnitude series and the multifractal spectrum width

In Section 3 we proposed that the magnitude series scaling exponent is related to nonlinear properties of the original series, while the sign series exponent is related to...
Fig. 5. (a) The relation between the scaling exponents of correlated noise, the integrated magnitude series, and the integrated sign series for the short-range regime \((n < 16)\). We generate 10 series of length 32768 with specific correlations (input exponent) and then calculate the scaling exponents of the original series (●), of the integrated magnitude series (□), and of the integrated sign series (△); the average ±1 standard deviation are shown. All three exponents tend to converge to the same value. (b) Same as (a) for the long-range regime \((64 < n < 1024)\). Also in this regime the scaling exponents of the original, magnitude, and sign series tend to converge to the same value.

Linear properties. Here we study what type of nonlinearity is revealed by the magnitude series correlations.

Linear series with long-range correlations are characterized by linearly dependent \(q\)-order correlation exponents \(\tau(q)\), i.e., the exponents \(\tau(q)\) of different moments \(q\) are linearly dependent,

\[
\tau(q) = Hq + \tau(0) ,
\]
with a single Hurst exponent,\(^ {11}\)

\[
H \equiv \frac{\text{d}\tau}{\text{d}q} = \text{const} .
\]

In this case the series is called monofractal. Long-range correlated nonlinear signals have a multiple Hurst exponent

\[
h(q) \equiv \frac{\text{d}\tau}{\text{d}q} \neq \text{const} ,
\]
where \(\tau(q)\) depends nonlinearly on \(q\). In this case the series is called multifractal (MF). The MF spectrum is defined by

\[
D(h) = h(q)q - \tau(q) ,
\]

\(^ {11}\) The DFA exponent \(x = H + 1\) and the second moment \(\tau(2) = 2H + \tau(0) = 2x - 2 + \tau(0)\). For continuous series \(\tau(0) = -1\) and thus \(\tau(2) = 2x - 3\).
where, for a monofractal series, it collapses to a single point,

\[ D(H) = -\tau(0). \]  

Here we show the nonlinear measure of the magnitude series scaling exponent to be related to the MF spectrum \( D(h) \).

Indeed, a previous study [14] showed that the healthy heartbeat interval series is MF and indicated that after Fourier-phase randomization the interbeat interval series becomes monofractal. Moreover, this study also indicated a loss of multifractality with disease—heart failure patients have a narrower MF spectrum than healthy individuals. Comparison of the magnitude series scaling exponent of healthy and heart failure individuals shows significantly higher exponents for healthy subjects [26]. This result is additional numerical (although not mathematical) evidence showing that the magnitude series scaling exponent may be related to the MF spectrum. The change in the magnitude exponent for heart failure subjects is also consistent with a previously reported loss of nonlinearity with disease [14,35,36].

In order to test the connection between the magnitude scaling exponent and the MF spectrum, we generate artificial noise with built-in MF properties. Then we check how the magnitude scaling exponent is related to the MF spectrum width.

We use the algorithm proposed in Ref. [37] to generate the artificial MF noise. This algorithm is based on random cascades on wavelet dyadic trees. Briefly, the random MF series is built by specifying its discrete wavelet coefficients \( c_{j,k} \). The coefficient \( c_{j,k} \) is defined recursively as

\[ c_{0,0} = 1, \]

\[ c_{j,2k} = Wc_{j-1,k}, \]

\[ c_{j,2k+1} = Wc_{j-1,k} \]  

for all \( j \) (\( j \geq 1 \)) and \( k \) (\( 0 \leq k < 2^{j-1} \)), where \( W \) is a random variable. Once the wavelet coefficients \( c_{j,k} \) are constructed, we apply an inverse wavelet transform to generate MF random series. The MF properties of the series can be determined according to the distribution of the random variable \( W \).

We consider two different types of probability distributions for the random variable \( W \): the log-normal distribution and the log-Poisson distribution. For these two examples the MF properties are known analytically [37]. The MF spectrum \( D(h) \) is symmetric for the log-normal distribution and asymmetric for the log-Poisson distribution. We use the 10-tap Daubechies discrete wavelet transform [38,39].

### 5.1. Log-normal \( W \) distribution

We consider the case of a log-normal random variable \( W \) where \( \ln|W| \) is normally distributed and \( \mu \), \( \nu^2 \) are the mean and the variance of \( \ln|W| \). For simplicity we choose \( \mu = -\frac{1}{4} \ln 2 \). In this case, the scaling exponent of different moments \( \tau(q) \) is
given by
\[ \tau(q) = -\frac{v^2}{2\ln 2} q^2 + \frac{q}{4} - 1 \]  
(11)
and the MF spectrum \(D(h)\) is
\[ D(h) = -\frac{(h - 1/4)^2 \ln 2}{2v^2} + 1. \]  
(12)
The MF spectrum width can be found by solving \(D(h) = 0\) and is
\[ h_{\text{max}} - h_{\text{min}} = \left( \frac{\sqrt{2}v}{\sqrt{\ln 2}} + \frac{1}{4} \right) - \left( -\frac{\sqrt{2}v}{\sqrt{\ln 2}} + \frac{1}{4} \right) = \frac{2\sqrt{2}v}{\sqrt{\ln 2}}. \]  
(13)
Thus for \(v = 0\) the series will be monofractal and, for larger \(v\) values, will have a broader MF spectrum (Eq. (13)). It is also clear that for \(v \to 0\), \(D(H = 1/4) = 1\) (Eqs. (12), (13)), and for larger values of \(v\), the MF spectrum is symmetric around \(D(1/4) = 1\) (Fig. 6a, b).

We generate series with different \(v\) values ranging from 0 to 0.1 (20 realizations for each \(v\)) and calculate the original, magnitude, and sign scaling exponents (Fig. 6c). We find that indeed the original series exponent has a fixed value \(\approx 1.25\); this exponent is consistent with the Hurst exponent \(H = 0.25\) since the DFA exponent \(\alpha = H + 1\). The sign series also has a fixed value \(\approx 1.45\) (see Ref. [26]). The magnitude series scaling exponent increases monotonically with \(v\) from uncorrelated magnitude series with scaling exponent \(\alpha - 1 \approx 0.5\) to strongly correlated magnitude series with exponent \(\alpha - 1 \approx 1\). The magnitude exponent converges to \(\alpha - 1 = 1\).

Since there is a linear relation between \(v\) and the MF spectrum width (Eq. (13)) and since the magnitude exponent increases monotonically with \(v\), we suggest that the magnitude exponent is related to the MF spectrum width.

5.2. Log-Poisson \(W\) distribution

In the previous section, we study an example with a symmetric MF spectrum \(D(h)\). Here we show that changes in the magnitude scaling exponent are not a result of changes in the positive moments only (and especially the fourth moment) but rather reflect changes of the entire MF spectrum. For this purpose we study an example with an asymmetric MF spectrum where the exponents for negative moments, \(h(q < 0)\), are changed drastically when the MF spectrum width is changed while \(h(q > 0)\) is less significantly changed. We tune the parameters in such a way that the fourth moment \(\tau(4)\) is fixed and the second moment \(\tau(2)\) is hardly changed.

We consider the case of a log-Poisson random variable \(W\), where \(\lambda\) is the mean and also the variance of Poisson variable \(P\), and \(\ln |W|\) has the same distribution function as \(P \ln \delta + \gamma\); \(\delta\) is an appropriately chosen positive parameter [37]. We choose \(\lambda = \ln 2\) and \(\gamma = -\delta^4 \ln 2/4\). Under this choice of parameters,
\[ \tau(q) = -\delta^q + q\delta^4/4 \]  
(14)
Fig. 6. A test on MF random series with log-normal distribution of wavelet coefficients. The artificial time series have symmetric MF spectrum; the width of the MF spectrum is proportional to \( v \). (a) The theoretical scaling exponent \( \tau(q) \) for \( v = 0 \) and \( v = 0.1 \). The linear \( \tau(q) \) (\( v = 0 \)) indicates monofractality while the curved \( \tau(q) \) indicates multifractality. (b) The MF spectrum, \( D(h) \), for the \( \tau(q) \) shown in (a). For \( v = 0 \) (\( \bullet \)) the \( D(h) \) MF spectrum is a single point indicating monofractality; the global Hurst exponent is \( H = 0.25 \) (DFA exponent \( z = 1.25 \)). For \( v = 0.1 \) (curved solid line) the \( D(h) \) spectrum is wide indicating multifractality. The MF spectrum is symmetric and centered around \( h = 0.25 \). The vertical dashed lines indicate the minimum \( (h_{\text{min}}) \) and maximum \( (h_{\text{max}}) \) local Hurst exponents. (c) The original, magnitude, and sign scaling exponents as a function of \( v \). For each \( v \) value we generate 20 realizations each of 65,536 points. Then we calculate the different scaling exponents in the range \( 64 \leq n \leq 4096 \); the average exponent \( \pm 1 \) standard deviation is shown. The original and sign scaling exponent remains almost constant while the magnitude scaling exponent gradually increases from 1.5 to 2. Since \( v \) is proportional to the MF spectrum width, \( h_{\text{max}} - h_{\text{min}} \), we suggest that the magnitude scaling exponent is also related to the width of the MF spectrum.

\[
D(h) = \frac{1}{\ln \delta} \left( h - \delta^4/4 \right) \left[ \ln \left( \frac{h - \delta^4/4}{-\ln \delta} \right) - 1 \right].
\] (15)
Thus, the fourth moment $\tau(4)$ is independent of $\delta$

$$\tau(4) = 0$$

and the width of the MF spectrum depends on $\delta$

$$h_{\text{max}} - h_{\text{min}} = (\delta^4/4 - e \ln \delta) - (\delta^4/4) = -e \ln \delta .$$

For $\delta = 1$ the MF spectrum collapses and becomes a single point (monofractal) with Hurst exponent $H = 1/4$ and $D(1/4) = 1$. For decreasing or increasing $\delta$ the MF spectrum becomes wider. Here we change the MF spectrum width by decreasing $\delta$; the major change in the MF spectrum occurs for negative moments $q < 0$ (Fig. 7a and b).

In Fig. 7c we show the scaling exponents of the original, magnitude, and sign series for different values of $\delta$. We find that the original and sign series exponents hardly change with $\delta$, while the magnitude exponent increases monotonically. This increase suggests that the magnitude scaling exponent is related to the MF spectrum width (see also Fig. 6).

We summarize the results of the log-normal and the log-Poisson examples in Fig. 7d—the magnitude scaling exponent is plotted versus the width of the MF spectrum [Eqs. (13), (17)]. Surprisingly, these two examples collapse to the same curve. This collapse suggests a possible one-to-one relation between the magnitude scaling exponent and the MF spectrum width.

The relation between the magnitude scaling exponent and the MF spectrum width is consistent with a recent study of Bacry et al. [40]. It was shown there that it is possible to generate an MF series $x_i$ with Gaussian random variables $\varepsilon_i$, $\omega_i$,

$$x_i = \sum_{l=1}^{i} \Delta x_l = \sum_{l=1}^{i} \varepsilon_l e^{\omega_l} .$$

For correlated $\omega_l$ the series $x_i$ is MF, while for uncorrelated $\omega_l$ it is monofractal. Stronger correlations in $\omega_l$ yields broader MF spectrum. The magnitude series $|\Delta x_l|$ is equivalent to the positive numbers $e^{\omega_l}$ while the sign series may be represented by the real numbers $\varepsilon_l$. Thus, correlations in $|\Delta x_l|$ may be related to correlations in $e^{\omega_l}$ and both may be related to the MF spectrum width. We note that this comparison is qualitative since the sign series is a binary series (+1 or −1) while the $\varepsilon_l$ is a continuously valued Gaussian random variable.

The results described in this section may be important from a practical point of view since the calculation of the MF spectrum from a time series involves advanced

---

12 We define a one-to-one relation as follows: let $y = f(x)$, then if $x$ is a single-valued function of $y$ and $y$ is a single-valued function of $x$ then $x$ and $y$ are one-to-one related.

13 We also performed the same procedure (as in Figs. 6, 7) for a deterministic multifractal object, namely the generalized devil’s staircase [41]. Also here we find that magnitude exponent increases monotonically with the multifractal spectrum width. However, for very small multifractal width the magnitude exponent was $\sim 1$ and then increased sharply to the behavior shown in Fig. 7d; this behavior might be related to the deterministic nature of this multifractal object.
Fig. 7. Same as Fig. 6 for log-Poisson distribution of the discrete wavelet coefficients. We generate series with asymmetric MF spectrum where the second moment $\tau(2)$ and the forth moment $\tau(4)$ are almost fixed. (a) The $\tau(q)$ spectrum for $\delta = 1$ (linear curve that indicates monofractality) and for $\delta = 0.9$ (curved line that indicates multifractality). Note that for positive $q$’s $\tau(q)$ is just slightly changed; $\tau(q)$ is changed more significantly for negative $q$’s. (b) The MF spectrum $D(h)$ for the examples shown in (a). The $D(h)$ spectrum for $\delta = 1$ is monofractal ($\bullet$); the global Hurst exponent is $H = 0.25$ (DFA exponent $\alpha = 1.25$). For $\delta = 0.9$ (solid curved line) $D(h)$ MF spectrum is broad and asymmetric. $D(h)$ is more stretched to the right indicating larger changes in the negative moments. The vertical dashed lines indicate the minimum ($h_{\text{min}}$) and maximum ($h_{\text{max}}$) local Hurst exponents. (c) Same as Fig. 6c. Here the MF spectrum width is proportional to $-\ln \delta$. The original and sign scaling exponents remain almost fixed as a function of $\delta$ while the magnitude exponent increases gradually from 1.5 to 2. (d) The magnitude scaling exponent versus the analytical MF spectrum width, $h_{\text{max}} - h_{\text{min}}$. We summarize the log-normal distribution ($\bullet$, Fig. 6c) and log-Poisson ($\triangle$, c). Both examples exhibit the same behavior of increasing magnitude exponent as a function of the MF spectrum width. We approximate this increase by $1 + 1/(1 + e^{-17x})$ where $x \equiv h_{\text{max}} - h_{\text{min}}$.

In addition, it requires a long time series. Our analysis of the magnitude series is less sophisticated and is applicable to shorter time series. We note that a direct numerical calculation of the MF spectrum width from a time series may not follow the relation described in Fig. 7d due to (i) an overestimation of the MF spectrum width caused by the numerical technique for calculating the MF spectrum [and estimation of $\tau(q \to \pm \infty)$] and (ii) a finite series length. However, we expect the magnitude scaling exponent to increase monotonically with the width of the MF spectrum [42].
6. Diagnostic utility of magnitude and sign scaling exponents on heartbeat interval series

In a previous study, we showed that statistics obtained from the magnitude and sign series of heartbeat increments can be used to separate healthy subjects from those with heart failure [26]. In that work, heartbeat interval records of up to 6 h, \( \approx 30,000 \) points, were analyzed. Here, we show that an even shorter time series—of the order of 2000 points (\( \sim 1/2 \) h)—can yield a significant separation between healthy individuals and those with heart failure.

Our analysis is based on 24 h Holter recordings from 18 healthy individuals (Fig. 4) and from 12 individuals with congestive heart failure (see footnote 8). We subdivide each record to segments of 1024 data points and use the DFA method to calculate the fluctuation function \( F(n) \). We choose the scale \( n = 16 \) to be the crossover point since it separates between a short-range regime \( (6 < n < 16) \) with exponent \( z_1 \), and an intermediate-range regime \( (16 \leq n \leq 64) \) with exponent \( z_2 \). We perform our scaling analysis for the original series, as well as the magnitude and sign sub-series. For each time segment we show the \( 1/2 \) h average scaling exponent of the healthy and heart failure groups (Fig. 8).

The short-range exponent \( z_1 \) of the original RR series (Fig. 8a) shows good separation between the healthy and heart failure groups [43]. During nighttime the healthy exponent drops towards the heart failure exponent. This might be related to the lower scaling exponent of interbeat interval series of healthy subjects during light and deep sleep episodes [15]. In addition, the heart failure group shows an apparent slow oscillatory-like behavior of two cycles per 24 h period. The intermediate exponent does not show a clear separation between the two groups.

The short and intermediate-range magnitude series exponents also distinguish between the interbeat patterns of healthy and unhealthy hearts (Fig. 8b). For short range, the scaling exponent for the heart failure group is systematically larger than for the healthy group while for the intermediate-range exponent we observe the opposite. Thus, there is a crossover behavior in the magnitude exponent both for healthy individuals and those with heart failure; this crossover might be related to the crossover of the interbeat intervals series [11] since the original, magnitude, and sign exponents depend on one another at small scales (Section 4). At larger scales \( (n > 64, \text{not shown}) \) the separation between healthy and unhealthy hearts is significant and might be related to the decrease of nonlinearity with disease [26].

The behavior of the sign series is similar to that of the original heartbeat increment series (Fig. 8c). The short-range exponent \( z_1 \) is larger for healthy subjects. In addition, the intermediate-range exponent separates between healthy individuals and those with heart failure; the exponent is smaller for the healthy. At night, the healthy tend to converge toward the heart failure—these changes might be related to the changes in the sign series during the different sleep stages [44]. We also observe here an apparent oscillatory-like behavior of two cycles per 24-h period.

In summary, we show that, in addition to the original RR series, the magnitude and sign sub-series may help to distinguish between the healthy group and the heart failure group. We also show that a short time series of order of 2000 points (\( \sim 1/2 \) h) may
yield a significant separation. The combination of several measures derived from the original, magnitude, and sign series might improve the diagnosis using short interbeat interval time series. Note that, in general, the fluctuation function at the crossover position $F(n \approx 16)$ yields even more significant separation between healthy individuals and those with heart failure (not shown; see [16,26,43]).
7. Summary

We conclude that series with identical correlation properties can have completely different time ordering which can be characterized by different scaling exponents for the magnitude and sign series. The magnitude series reflects the way the series increments are clustered (volatility [25]) while the sign reflects the way they alternate. Moreover, we show that the magnitude series carries information regarding nonlinear properties of the original series while the sign series carries information regarding linear properties of the original series. The nonlinearity, as reflected by the magnitude series scaling exponent, is related to the width of the multifractal spectrum of the original series.

Application of the magnitude and sign decomposition on heartbeat increment series helps us to suggest a dynamical rule of healthy heartbeat increments—a big heartbeat increment in the positive direction is likely to be followed by a big increment in the negative direction. Moreover, the magnitude and sign scaling exponents may be used for diagnostic purposes. Because information obtained by decomposing the original heartbeat time series into magnitude and sign time series likely reflects aspects of neuroautonomic regulation, this type of analysis may help address the challenge of developing realistic models of heart rate control in health and disease.
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Appendix A. Nonlinearity and multifractality

In this appendix we define the linearity and nonlinearity of a time series. We also review the relation between the multifractality of a time series and its nonlinearity.

Following Refs. [27,32] we define a time series to be linear if it is possible to reproduce its statistical properties from the power spectrum and the probability distribution alone, regardless of the Fourier phases [27]. This definition includes (i) autoregression processes

\[ x_n = \sum_{i=1}^{M} a_i x_{n-i} + \sum_{i=0}^{L} b_i \eta_{n-i}, \]  

(A.1)

where \( \eta \) is Gaussian white noise and (ii) fractional Brownian motion [45]; the output, \( x_n \), of these processes may undergo monotonic nonlinear transformations

\[ s_n = s(x_n) \]  

(A.2)
and still be linear [27]. Processes which are not linear are defined as nonlinear. It is possible to destroy the nonlinearity of a time series by basically randomizing its Fourier phases (see Refs. [27,32] and Section 3).

A nonlinearity (linearity) of a time series is related to its multifractality. The definition of multifractality is based on the partition function $Z_q(l)$ of a time series $s_n$ and may be defined as [46]

$$Z_q(l) = \langle |s_{n+l} - s_n|^q \rangle,$$

where $\langle \cdot \rangle$ stands for expectation value. In some cases $Z_q(l)$ obeys scaling laws

$$Z_q(l) \sim l^{\eta_q}.$$  \hspace{1cm} (A.3)

If the exponents $\eta_q$ are linearly dependent on $q$, the series $s_n$ is monofractal; if they are not, $s_n$ is multifractal. (Note that in the present study we use a more advanced method to calculate multifractality that can accurately estimate the exponents of negative moments $q < 0$ [41].)

The two-point correlation function of an increment time series $\Delta s_n$ is defined as

$$A(l) = \langle \Delta s_n \Delta s_{n+l} \rangle.$$  \hspace{1cm} (A.5)

For long-range correlated stationary Gaussian time series

$$A(l) \sim l^{-\gamma},$$  \hspace{1cm} (A.6)

where $0 < \gamma < 1$. In this case, the exponent $\gamma$ is related to the DFA exponent $z$ of a $\Delta s_n$ series by [47,48]

$$Z_2(l) \sim \langle s_n s_{n+l} \rangle \sim l^{2-\gamma} = l^{2z}.$$  \hspace{1cm} (A.7)

In addition, these exponents are related to the power spectrum exponent, $\beta$, of the increment series $\Delta s_n$

$$S(f) \sim 1/f^{\beta}$$  \hspace{1cm} (A.8)

by

$$\beta = 1 - \gamma = 2z - 1.$$  \hspace{1cm} (A.9)

Thus, the second moment only depends on the power spectrum and is independent of the Fourier phases

$$\zeta_2 = 2z = \beta + 1.$$  \hspace{1cm} (A.10)

For monofractal series [41,49],

$$\zeta_q = \alpha q = \frac{\beta + 1}{2} q.$$  \hspace{1cm} (A.11)

Thus, the MF spectrum of monofractal series is independent of the Fourier phases. This implies that (i) a long-range correlated series that has uncorrelated Fourier phases is monofractal and (ii) after randomizing the Fourier phases of an MF series it becomes monofractal [14].

In summary, monofractal series are linear since their statistical properties depend only on the power spectrum (two-point correlations) and the probability distribution.
On the other hand, MF series are nonlinear since their higher moments are not solely dependent on the probability distribution and the power spectrum, but also related to the Fourier phases.
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